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ABSTRACT. A Time series forecasting of multi-variant rainfall data was done using a sequential hybrid model. In
this model, principal component analysis (PCA) was used to reduce the dimension of the dataset with minimal loss of the
original information. The optimized value of window size and the number of Long Short Term Memory (LSTM) units to
be used in the deep learning algorithm (LSTM) were estimated using the Genetic algorithm (GA). PCA was applied to
the original dataset to reduce its dimensions, keeping 99 percent of the original information. Thereafter, the dataset
retrieved using PCA was inputted to the GA algorithm to get the optimized values of LSTM window size and number of
units. A comprehensive, comparative study of the results obtained from various models, such as LSTM, PCA merged to
LSTM (PCA-LSTM), GA merged to LSTM (GA-LSTM), and PCA merged to GA and LSTM (PCA-O-LSTM) was
carried out. The prediction using LSTM was carried out for training—testing ratios of 90:10, 80:20 and 70:30, where the
80:20 ratio provided better results therefore this ratio of 80:20 was used for the rest of the analysis. For a better
interpretation of the results, each of the models was run for various epochs, like 10, 20, 50, 100 and 200. The quality of
predictions using various models was evaluated by different parameters like using determination coefficient (R2), mean
square error (MSE), root-mean-square error (RMSE), mean absolute error (MAE), Normalized error (NORM), RMSE-
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observations standard deviation ratio (RSR) and cosine similarity (CS). The value of R2 was found in the range of
(0.962874, 0.972276), (0.970131-0.955826) and (0.950982- 0.972991) with the best value of the said parameter for 200,
200 and 100 epochs in case of GA-LSTM, PCA-LSTM and PCA-O-LSTM, respectively. The best possible value of R2
was seen in the case of the PCA-O-LSTM model in which a dimensional-reduced dataset along with GA optimized the
window size and numbers of units were incorporated.
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